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NERSC is preparing for its next petascale system, Cori [1], @ when linking to libraries that leverage OpenMP. For example, Dbtk surobg o __ e . K
Cray XC system based on an Intel KNL MIC Architecture. Cori | many calls are made to threaded MKL BLAS routines. Placing T e v st pamer 1 esawe
will be delivered to NERSC in the fall of 2016. Each compute |  thjs calls inside of an outer parallel region allows subsequent orben . man-_sa
node will have 72 physical cores and four hardware threads ' parallel regions in the BLAS routines to use a thread from the L :
each. This is 12x the numb.er of physical cores than the NERSCS thread pool created from the outside parallel region. This cut sz 032 :
current supercomputer, Edison [2], a Cray XC30. Each Corinode ' downs the overhead associated with forking new parallel regions o T m—
will have 96GB DDR4 memory (500MB per core), and hasa, - o e vamp s man st ¢ o
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comes with a 512-bits vector unit (twice as wide as Edison’s). o s St s o) T T R o o |
Currently most of the applications that are running on Edison are S e P ; Fig 7. VTune memory-access analysis can identify source lines and arrays that generate
_ _ . i 14.989s| hami namil0 0 high memory traffic. Once these arrays are identified, allocate these arrays in HBM by
pure MPI codes, which will not be optimized to take advantage of e ol o 2 adding the Intel compiler directive IDIRS ATTRIBUTES FASTMEM to the codes
the higher on-node parallelism, increased processing power and (L BLASTgtm, s 1;‘2222i o5t ;
the HBM. In collaboration with Intel, and Cray, NERSC has e LAS]@zay, o 10.624s| it _zgy o ° Estimating HBM Impact to VASP Code Performance on Edison
deve_IOp_ed the optlmlzatlon. strategies [3] to help users to get their Figure 1. Vtune hotpots analysis shows extremely high overhead when threaded 700 VASPS:3:5
applications ready for Cori. MPI+OpenMP has been selected as MKL BLAS routine was called form the VASP code.
the parallel programming model for Cori to address the increased
on-node parallelism. To take advantage of the larger vector unit, Forking and Joining Threads Overhead e
vectorization is an essential optimization for Cori. Exploring ways p Fig 2. This chart depicts the overhead cost
.y : : C : 800 associated with forking and joining threads
to make efficient use of the HBM is an important optimization as S F o two routines: ORTHI and. LINBAS. The
well. To ease the optimization effort, the use of the profiling tools ¢ o results show that it’s better to create a global
and libraries are strongly recommended by NERSC. In this £ parallel region which maintains a pool of oW WS_WN W=
poster, we recount the effectiveness of three optimization " threadlf tlha“,fo”f'”g ME tthrejds B2 e Array sies cn the M
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strategies on th_e numb_er one prquCt_'O” code at NERSC, VASP Fig 8. On package, high-bandwidth memory performance
[4-5], a materials science application code. We focus our _ _
optimization effort on the single node optimization, which is 4 3. Refactor code to allow compiler to easy vectorize
critical first step to get application codes to perform on Cori. | | * Use Intel's Advisor tool and compiler opt-reports to identify
| 3 oops that won't vectorize
c . : » Refactor code to remove if clauses, dependencies, etc. to
Optimization Strate - g allow compiler to vectorize loop.
We implement three optimization strategies to VASP code: \ = Scalar v, Vectorized
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1. Using Intel profiling tool, VTune [6], identify areas in the code e |
that cost a lot of CPU cycles and parallelize them using . . Fig 9. This graph shows two subroutines
Fig 3. OpenMP/MPI scaling test Result Fig 4. OpenMP threads scaling results \ that contained loops that wouldn’t

OpenMP when possible
2. Using the heap manager, Memkind [7], and the AutoHBW][/] High-bandwidth In-Package Memory ARG

vectorize due to inner-loop dependencies.
After removing dependencies, we saw a
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library tool that were developed by Intel, to simulate the N " . — N
performance impact of HBM on the available Ivy Bridge node; seceto_ (1 | T — i routine and a 14% increase in forhar
using Vtune memory-access analysis, identifying candidate o (o | e routine.

arrays for the HBM.
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vectorization efficiency, and identify un-vectorized or under- e
vectorized hotspot loops, vectorize them where applicable. | |  OpenMP is the direction to go for highly parallelized architecture.
Fig 5. On package, High-bandwidth A3 e [Exlisen meEmery ersaiiedie Loeel ie There are notable performance gains when implementing OpenMP
Memory simulate Cori’s HBM

Results & Discussion

around loops.
* Global parallel regions cut down on the overhead cost of forking

1. Adding OpenMP 2. Move large arrays to HBM new parallel regioons. | | | |
» Identified three hotspots in the code + Move arrays to on package memory explicitly in code or set * There was a 30% performance gain when simulating the high-
+  OpenMP directives were added in the three loops: array size threshold and allow Intel's AutoHBW tool to move bandwidth memory on Edison. The on package, high-bandwidth
VHAMIL. LINBAS and ORTH1 arrays automatically on Corl, Is actually 5x this DDR bandwidth, so we expect greater
» Used threaded MKL BLAS routines » |dentify candidate arrays performance using actual on package memory
* Loop vectorization increased performance by 14 - 20 percent
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