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Jinwoong Kim³, Sehoon Lee², Joong-Youn Lee², Beomseok Nam³, Min Ah Kim³

¹Ulsan National Institute of Science and Technology, ²Korea Institute of Science and Technology Information

• GLOVE Client
  - Low End User
  - High End User

• GLORE
• GIP
• Display Cluster
  - GLOVE Rendering Engine
• GDM
  - Slave

GLORE
  - GDM
  - Slave

Ulsan National Institute of Science and Technology, ³Korea Institute of Science and Technology Information

GLOVE: An Interactive Visualization Service Framework

Due to high SIMD efficiency, GLOVE makes use of application-level cashes to reduce the number of fetches from external nodes, creating streamlines is still too slow due to the computing time to find requested data points.

GLOVE loads the entire dataset in advance while others load data on-demand.
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