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Abstract—As part of Bioinformatics Petascale Pioneers Program at Pawsey Supercomputing Centre, this project adapts a number of genome-wide association workflows to a unique Cray supercomputing environment, transforms the performance of these workflows and significantly boosts the research lifecycle. Pairwise and third order gene-gene interaction studies are sped up by hundreds of times through massive parallelization and GPU computing, laying the ground for larger datasets and higher order analysis in the future.

I. INTRODUCTION

Genome-wide association study involves exhaustive search across whole genome samples of many people to identify the genetic variations associated with certain diseases[1]. Such study greatly benefits human health by improved disease inheritance tracking and risk prediction. However, the amount of genetic variants in humans’ DNA set, commonly seen as single nucleotide polymorphisms (SNPs), and their possible combinations result in extremely high computational complexity and hence infeasibly long runtime for each analysis. Supercomputing holds the promise of performing quadrillions of operations in seconds, and this project demonstrates how it transforms the gene-gene interaction study and improves the performance by hundreds of times.

II. PLATFORM AND DATA

As part of the Bioinformatics Petascale Pioneers Program held at the Pawsey Supercomputing Centre, Western Australia, this project mainly uses Galaxy, a Cray XC30 machine, and Zeus, an SGI heterogeneous cluster, as its platform. It aims to adapt bioinformatics codes to the supercomputing environment, in particular the Cray software environment, so that at the end the project can be moved to the main power horse at Pawsey, Magnus, which is a Cray XC40 system.

The dataset being tested is a 156,850 SNPs by 703 samples dataset from the Type 1 Diabetes Genetics Consortium (T1DGC)[2]. It’s not a particularly large dataset but provides enough information for later research. The testing is mainly conducted on Intel Xeon E5-2690V2 Ivy Bridge CPUs on Galaxy or NVIDIA Tesla K20 GPUs on Zeus.

III. METHODOLOGY AND RESULTS

The project first examines the second order SNP interactions and it compares the performance of a number of software that are commonly used in interaction study such as PLINK 1.9 [3], BOOST[4], GBOOST[5] and GWISFI[6]. With PLINK 1.9, the code scales nearly linearly across 40 cores, bringing the runtime down from hours to minutes (see the speedup in Figure 3). Since the evaluation of each SNP interaction is independent, the Cray-specific environment variable ALPS_APP_PE is employed and with the help of the –parallel option of PLINK 1.9, it’s able to decompose the data into partitions and distribute the partitions onto different processors.

Even though the runtime has fallen into an acceptable range (minutes), we would want to speed it up further so that...
TABLE II
PERFORMANCE COMPARISON OF DIFFERENT SOFTWARE

<table>
<thead>
<tr>
<th>Software</th>
<th>BOOST</th>
<th>PLINK 1.9</th>
<th>GBOOST</th>
<th>GWISFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runtime</td>
<td>4.5h</td>
<td>49.35m</td>
<td>4.9m</td>
<td>1.18m</td>
</tr>
<tr>
<td>Speedup</td>
<td>1</td>
<td>5.47</td>
<td>54.71</td>
<td>227.19</td>
</tr>
</tbody>
</table>

runtime won’t be a problem when we process larger datasets and for higher-order interactions later on. GPU computing is introduced and as shown in Table 1, GBOOST and GWISFI achieves 54 times and 227 times of speedup compared to the original serial CPU implementation BOOST.

For third order methods, no GPU code has been developed yet even in related literature but a reference serial code was produced in C++ in this Petascale Pioneers project. Initial benchmarking indicates that the entire dataset of 156,850 pairs for the training population would require 91 days to process, and profiling reveals that 95% of the processing time was due to file access. The input method is then re-implemented to stage data in memory, resulting in a revised runtime of 2.8 days for the entire data set, an increase in efficiency by a factor of 32.

Since the algorithm is mostly ‘pleasantly’ parallel, a preliminary parallel implementation is trialed using the Cray environment variable ALPS_APP_PE. With the help of a wrapper bash script, this implementation runs multiple instances of the code with each processing a chunk of the data. Initial testing with a reduced dataset shows near-linear scaling but as each process is reading the entire dataset, the nodes on Galaxy do not contain enough memory to utilize every core.

To solve this memory issue, the Message Passing Interface (MPI) is employed to distribute the dataset between the processes. This distribution introduces some initial communication between processes. Specifically, the data for each previous order is broadcast from the process containing that data to all processes iteratively for each previous order. However, the resulting code is able to replicate the serial processing in hours using a few hundred cores, as shown in Figure 4.

The parallelized third order code is now extended to even higher order analysis and the optimization and parallelization is still continuing in order to conduct the multi-way interaction research in a timely manner.

IV. CONCLUSION

With advanced technologies such as parallel computing and GPU computing, this project has been accelerated by hundreds of times in terms of the analysis turnaround. While the presented workflows are yet to be applied to larger datasets, this project has illustrated that high order interaction studies are becoming feasible on modern supercomputers and advanced computing resources such as these at Pawsey Supercomputing Centre are capable of enabling research opportunities that may be unachievable otherwise.
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